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Abstract

This paper proposes to view analogical proportion-based classification as a special type of case-based
prediction algorithm, in which (i) cases are differences between two instances, and (ii) only maximally
similar cases are compared. It then proposes to tweak the CoAT case-based prediction algorithm in
order to implement these two key design principles. The resulting analogical proportion-based classifier
COAT-APC shows a performance comparable to state-of-the-art analogical proportion-based classifiers,
while implementing a different transfer strategy, based on the minimization of a dataset complexity
measure, as opposed to a rule-based approach. Experimental results show the usefulness of combining
these two design principles and suggest that the rule-based transfer strategy of analogical proportion-
based classifiers has comparatively little impact on the performance of the system.

Keywords
analogical proportion-based classification, case-based prediction, interactions between case-based and
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1. Introduction

Case-based prediction [1, 2] consists in predicting the outcome (the label, in classification
tasks) of a new case directly from its comparison with a set of cases retrieved from a case
base and some similarity measures, without any attempt to learn a model of the observed
data prior to the inference. In case-based prediction methods, cases are assumed to be pairs
(situation, outcome) and the predicted outcome is the one that best enforces a compatibility
requirement, according to which outcome similarities in the resulting case base should be
compatible with the corresponding situation similarities. This principle can be expressed in
numerous ways, leading to a large variety of case-based prediction algorithms, as discussed
later in the paper. They mainly differ in their transfer strategy, that can for instance rely on
rule-based or optimization-based approaches.

On the other hand, analogical proportion-based classification (abbreviated APC in the rest of
the paper, see e.g. [3, 4, 5, 6, 7]) proposes to exploit the principle of analogical reasoning, based
on statements of the form "a is to b as ¢ is to d", to predict the label of new instances: when
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an analogical proportion holds on the instance descriptions, it is inferred that an analogical
proportion also holds on their associated labels.

This paper proposes to compare these two classification paradigms and to study APC from
the point of view of case-based prediction. More precisely, it shows that APC can be interpreted
as a special kind of case-based prediction method, that applies a rule-based transfer strategy
and implements the two following design principles:

[P1] Cases are differences between two instances of the considered instance set.

[P2] Only maximally similar cases are compared.

The second principle can be relaxed to comparing only the most similar cases, beyond the
maximally similar ones, as discussed later in the paper.

The paper then investigates why analogical proportion-based classifiers exhibit better per-
formance compared to other case-based prediction methods. To do so, a new case-based
prediction method is proposed, called CoAT-APC, that tweaks the CoAT case-based prediction
algorithm [8, 9] to implement the two principles [P1] and [P2] with the relaxed version of
the latter. The resulting algorithm is an analogical proportion-based classifier, in which the
rule-based transfer strategy is replaced by CoAT’s optimization-based transfer strategy.

Experiments conducted on a variety of benchmark data sets, both of Boolean and numeri-
cal types, show that CoAT-APC offers performances comparable to state-of-the-art analogical
proportion-based classifiers, and that complying with the two principles [P1] and [P2] signifi-
cantly improves the performance of the original CoAT algorithm. This suggests that the two
principles [P1] and [P2] do play a major role in their success, whereas their rule-based transfer
strategy has little impact on their efficiency, and can be replaced without harm with another
transfer strategy.

The paper is structured as follows: Section 2 recalls the main definitions about analogical
proportion-based classifiers. Section 3 considers case-based prediction methods and in particular
reviews their main prediction strategies. Section 4 shows that APC can be formulated as a
case-based prediction method with rule-based transfer strategy. Section 5 presents the proposed
exploitation of this view in the CoAT-APC algorithm, that modifies the CoAT case-based predic-
tion method with optimization transfer strategy [8, 9] in order to implement the two key design
principles of APC. Section 6 presents some experiments to validate the approach. Section 7
concludes the paper and discusses some directions for future work.

2. Analogical Proportion-based Classification

Analogical proportion-based classifiers have shown competitive results in classification and
recommendation tasks, see e.g. [10, 3, 11, 12, 5]. They apply the principle of analogical reason-
ing [13], based on statements of the form "a is to b as ¢ is to d", called analogical proportion,
and written a : b :: ¢ : d. More precisely, the analogical inference is applied in a classi-
fication setting to state that if an analogical proportion holds on the instance descriptions,
then an analogical proportion can be inferred on their associated class labels: formally, de-
noting f the underlying, unknown, labelling function, one can derive from a:b ::c: d that
f(a): f(b) :: f(c): f(d). Let D be a data set containing a set of instances a,b,c, ... with
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their associated labels f(a), f(b), f(c), ... To predict the value f(z) for a new instance x, an
analogical proportion-based classifier considers all triples (a,b,c)€ D? for whicha:b ::¢c: z
holds, and the equation f(a): f(b) :: f(c): y has a solution. This set of triples is called the
analogical root of = [4]. The predicted label for the new instance x is then the result of a majority
vote among the potential solutions y. Yet it can be the case that the analogical root is empty: the
previous classifier can then be extended to consider approximate analogy, relying on the notion
of analogical dissimilarity [4]. The latter is defined as a function AD(a,b, ¢, d) that quantifies
the extent to which the quadruplet is far from satisfying an analogical proportion: AD is such
that AD(a,b,c,d) = 0 iffa:b ::c: d and satisfies constraints on argument permutation and
a triangular inequality [10]. For real or Boolean values, it can for instance be defined as the
sum of the componentwise AD(a, b, c,d) = ||(a — b) — (¢ — d)||1. If the analogical root of x is
empty, the search for potential solutions is extended to triples (a, b, ¢) with the k least values
of AD(a,b, ¢, x) and for which the equation f(a): f(b) :: f(c): y has a solution. The predicted
label is the result of a majority vote among the potential solutions y.

3. Case-Based Prediction: A Comparative Study

This section recaps the general principles of case-based prediction methods and reviews the
main transfer strategies they rely on, proposing to distinguish between four categories discussed
in turn in Sections 3.2 to 3.5.

3.1. Definition and Notations

Case-based prediction typically considers the following setting: S denotes an input space and O
an output space. An element of S is called a situation, and an element of O is called an outcome,
or a result. A finite set CB = {(s1,71),..., (sp,rn)} of elements in S x O is called a case base.
For legibility, and abusing the notation, cases and outcomes are sometimes denoted with their
corresponding situation as subscript: an element c¢5 = (s,75) € CB is called a source case. In
addition, og and o R respectively denote similarity measures on situations and on outcomes.
For a new case ¢; = (t, ;) whose outcome 7 is to be predicted, a common decomposition of
the case-based inference involves three main tasks [14]:

« Retrieval: retrieve from C'B a set of source cases ¢s = (s,75);

« Mapping: for each retrieved situation s, compute the similarity og(s, t) between s and
the target situation ¢;

« Transfer: estimate the similarities og(7s, ;) on outcomes from the similarities og(s, t)
on situations.

In the transfer task, as illustrated in the diagram of Fig. 1, a plausible inference is triggered in
order to estimate the similarity o z(rs, ;) on outcomes from the similarity og(s, t) on situations:
it applies the principle according to which if two situations are similar, then it is plausible that
their outcomes are also similar.

For a new situation ¢, case-based prediction is then a search, among all potential outcomes
r € O, for the outcome 7, that makes the plausible inference most likely to succeed when the
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Figure 1: Schematic view of the transfer task in case-based prediction: the similarity relation on
situations used to estimate the similarity relation on outcomes.

new case is added to the source case to build the augmented case base CB U {(t, ) }. To find
this outcome, case-based prediction methods express the plausible inference as a compatibility
requirement on the resulting similarity relations: when the new case is compared to the retrieved
cases, the outcome similarities should be compatible with the observed situation similarities. In
the following, ¢; = (¢, r) denotes a potential new case formed by choosing the outcome r € O
for the new case.

Different prediction strategies can be found in the literature to express this compatibility
requirement between the two similarity measures. The next sections propose to distinguish
between four categories of transfer strategies, respectively named transfer by rule-based voting,
by constraint, by evidence support and by optimization.

3.2. Transfer by Rule-based Voting

A first type of transfer strategy relies on rules providing information on relations between the
similarity measures g and o, expressing that when og takes value «, the resulting similarity
level for o is 3: these rules can be written (0 = o) — (0g = ) and can be expressed in
various forms, such as adaptation rules [15, 16, 17, 18], dependencies between problem and
solution features [19], co-variations [20] or fuzzy rules [21] to name a few. The prediction
strategy consists in triggering the rules on pairs of cases involving the new case using a kind of
similarity-based inference, as detailed below, in order to derive potential outcomes for the new
case.

The proposed outcome 7; is obtained by a majority vote on the set of outcomes r derived
from the rules. Triggering a rule consists in performing a similarity-based inference (SBI),
applying variants of the modus ponens schema [21, 22, 23]: for a retrieved case ¢; = (s, 1) and
a potential new case ¢; = (t, ), triggering the rule (05 = a) — (0 = () on the pair of cases
(cs, ¢t) is of the form

(cs=a) = (crp=p) os(s,t) =«
or(rs,r) =~

(SBI)

It can be noted that it is often the case that the similarity measures og and o are unknown, or
difficult to assess globally on the training data. One strategy then consists in working with some
local approximations og of g and o of oy that are known to be compatible for some pairs of
cases of the case base. The resulting rules (0g = o) — (0r = ) are adaptation rules, that may
be acquired from an expert [24], from the user [25] or learned from data [26, 27, 15, 16, 18].
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3.3. Transfer by Continuity Constraints

Another strategy consists in expressing the compatibility requirement between the two similarity
measures og and op as a set of continuity constraints a la Lipschitz [28], for instance of the
form og(rs,r:) > h(og(s,t)), where h is a transformation function that contains the provided
information about the relation between g and 0. Examples include similarity profiles [29],
or gradual rules or certainty rules [30, 31, 32]. Such constraints are used to reduce the set of
potential outcomes, excluding the ones that violate them. The predicted outcome is chosen
among the potential outcomes that are consistent with all constraints.

3.4. Transfer by Evidence Support

A more data-driven type of approach consists in using a joint similarity measure to estimate for
each pair of cases (¢, ¢;) how compatible the similarity relation o r(rs, r) is with the similarity
relation og(s,t). Examples include the k-Nearest Neighbor algorithm or the possibilistic
instance-based learning approach [28, 33, 34]. In these approaches, a new case is considered
possible if the existence of a similar case is confirmed by observation. The value of the joint
similarity measure is interpreted as a degree of confirmation, or evidence support that the new
case is supported by the retrieved source cases. The predicted outcome 7; is the one for which
the maximal compatibility would be observed with a source case.

3.5. Transfer by Optimization

In most case-based prediction approaches, the compatibility of op with og is evaluated on the
pair of cases (cs, ¢;) for each retrieved case c;, and the results are combined in order to find
the most plausible outcome r for the new case. A recent work [8] proposes to define a global
indicator that measures the compatibility of o with og on the whole case base: the prediction
then consists in minimizing the value of a dataset complexity indicator when augmented with the
new case and its candidate associated outcome. This principle is implemented in the CoAT, for
complexity-based Analogical Transfer, algorithm [8, 9]. In the CoAT method, the compatibility
of or with og is measured from an ordinal point of view on the whole case base C'B, by
checking if o orders the cases in the same manner as og. The following continuity constraint
is tested on each triple of cases (¢, ¢;, ¢;j), with co = (s0,70), ¢; = (si,73), and ¢; = (s, 75):

if o5(s0, i) > 05(s0, 55), then or(ro, ;) > or(ro,75) @)

The constraint (C') expresses that anytime a situation s; is more similar to a situation sg than
situation s;, this order should be preserved on outcomes. A triple (co, ¢;, ¢;) does not satisfy the
constraint if situation s; is more similar to sg than situation s; for situations, but less similar for
outcomes, ie., when o5(sg, s;) > 05(s0,s;) and or(ro, ;) < or(ro,r;j). Such a violation of
the constraint is called an inversion of similarity. A global indicator I'(0'g, 0, C' B) is introduced,
that counts the total number of inversions of similarity observed on a case base C'B:

I'(os,0r,CB) = |{((s0,70), (8i,7i), (s4,7j)) € CB x CB x CB such that

o5(s0,8i) > 05(s0,5;) and or(ro, ;) < oRr(T0,75)}|
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Figure 2: In analogical classifiers, both situations and outcomes represent ratios.

When the case base is fully known, except for the outcome 7, of one case ¢; = (¢, r¢), the transfer
inference consists in finding the outcome r; that minimizes the value of the I" indicator:

re = argminI'(og,or, CBU{(t,7)})
re0

4. Analogical Proportion-based Classification as a Case-Based
Prediction Method

This section proposes to establish a correspondence between APC and case-based prediction,
showing the former can be viewed as a special kind of the latter. This correspondence is
illustrated by the diagram given in Fig. 2 that represents the APC in a similar view as case-
based prediction, whose diagram is given in Fig. 1. More precisely, APC can be considered as
applying a specific transfer by rule-based voting method: first, cases are differences between
two instances (principle [P1]), and a single rule is triggered, that states that maximally similar
situations (principle [P2]) should be associated with maximally similar outcomes. This section
makes explicit all components of the case-based prediction configuration that can be associated
to a given analogical proportion-based classifier, discussing successively the considered case
base and similarity measures, as well as the applied transfer strategy.

4.1. Case Base

When seen as a case-based prediction method, APC works by comparing some ratios a : b and
f(a) : f(b) between the instances and their respective labels. Assuming that both instances and
labels are vectors, these ratios are represented by the differences s = a—bandr; = f(a)— f(b)
between two vectors. Let us denote by x € D a new instance for which the class f(x) is to be
predicted. Let C be the set of potential classes for f(x), and y € C. The source case cs and
potential new case ¢; are of the following form:

cs = (a—b, f(a) - f(b))
ét = (c—:c,f(c)—y)
where a, b, ¢ are instances of D, and f(a), f(b), f(c) their associated classes, represented as

one-hot encoding vectors. APC implements the [P1] principle: cases are differences between
instances of the data set D.

(1)
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4.2. Similarity Measures

The two similarity measures og and o g are constructed from the analogical dissimilarity AD, by
noticing that AD measures a distance AD(a, b, ¢c,d) = §(a—b, ¢ — d) between two differences
a—b and c—d. The similarity measures o5 and o are obtained by applying a strictly decreasing
function to the distance §, e.g., by choosing 05 = o = e . The similarity measure og is such
that the four instances a, b, ¢, d form an analogical proportion iff cg(a —b,c — d) = 1. The
similarity measure o is such that the four instances f(a), f(b), f(c), f(d) form an analogical

proportion iff (f(a) — f(b), f(¢) — £(d)) = 1.

4.3. Transfer Strategy

When APC is viewed as a case-based prediction method, its transfer strategy is a rule-based
voting strategy [35]. To see why, consider the decomposition described in [36] of the prediction
procedure as an aggregation of the potential solutions y found for each instance ¢ € D followed
by a majority vote. In this view, the search for potential solutions y consists in successively:

enumerating all instances ¢, and for each one of them,
Retrieval: retrieve all source cases cs = (s,r5) = (a — b, f(a) — f(b));
Mapping: compute the similarity og(s,t) between s =a—bandt = ¢ — x;

Ll e

Transfer: if 0g(s,t) = 1 holds (i.e, a,b, ¢,z are s.t. a:b ::¢: x), find the solutions y such
that op(rs,7) = 1, withrs = f(a) — f(b) and r = f(c) — y.

This decision procedure thus considers all pairs (cs, ¢;) that can be obtained from a triple
(a,b, c), and searches for potential solutions y that can be inferred by applying the following
similarity-based inference on a pair (cs, ¢;):

(cs=1)—= (crp=1) og(s,t) =1
or(rs,r) =1

The analogical root of x corresponds to the set of triples (a,b,c) for which the similarity-based
inference allows to infer a solution y. The predicted solution f(z) is the solution y that was
inferred on the maximal number of pairs (cs, ¢;) by triggering the rule.

If the analogical root of x is empty, analogical classifiers extend the search to triples with
lowest analogical dissimilarity, i.e., with highest value for the similarity og. This amounts
to relaxing the condition og(s,t) = 1 to the condition og(s,t) ~ 1. The similarity-based
inference becomes:

(0s=1) = (or=1) os(cs,é)~1
g R(037 C}) =1

Only the k solutions y that were derived from the rule (05 = 1) — (og = 1) with the
highest values of og(cs, ¢;) are added to the solution set. Therefore, when viewed as case-based
prediction methods, analogical proportion-based classifiers implement the relaxed form of the
[P2] principle (only most similar cases are compared).
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Algorithm 1 CoAT-APC

inputs: D (data set), = (additional instance), C' (set of potential classes for f(z)), og,0R
(situation and outcome similarity measures), k (number of neighbor instances), n (size of the

case base).

output: the predicted value f(x) for the new instance x

(< {y:0foryeC}

N (z) + the k instances ¢ € D that maximize og(c, x)

for ¢ € Nj(z) do
t<c—x
CB(c) <« the n source cases cs = (s, 1) that maximize (s, t)
forally € C'do

r< f(e)—y
(ly] < Lly] + T(os,0r, CB(c) U{(t,7)}))
end for
end for

f(z) < argmin, e £[y]
return f(x)

5. Tweaking CoAT to be an Analogical Proportion-based
Classifier

The CoAT case-based prediction algorithm is modified in order to implement the two key prin-
ciples [P1] and [P2] in its relaxed form. The resulting analogical proportion-based classifier,
called CoAT-APC, implements a transfer strategy based on the minimization of a dataset com-
plexity measure instead of being rule-based. Algo. 1 provides the pseudo-code description of
the resulting CoAT-APC algorithm.

5.1. Proposed CoAT-APC Algorithm

Regarding the case base, the source cases c; and potential new cases ¢; are defined as in the
previous section (Eq. 1) as differences between instances of the data set (principle [P1]).

Regarding the transfer strategy, COAT-APC selects a set of instances ¢ € D, and for each
of them applying the CoAT method to evaluate the plausibility of each potential outcome (i.e.,
class difference) r = f(c¢) — y associated with the target situation ¢ = ¢ — z. The plausibility
estimations obtained for each y € C are then aggregated to propose a solution f(z). The
decision procedure thus consists in successively:

1. finding the & instances ¢ that maximize og(c, =), and for each one of them,

2. forming a case base C'B(c) with the n source cases s. = (s, 75) that maximize og(s, t),
with s = a — b and t = ¢ — « (principle relaxed [P2]),

3. computing and storing I'(cg,0r, CB(c) U {(t,7)}) formed witht = ¢ — z and r =
f(¢) — y, for each potential solution y € C,
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[ Type | Dataset [ Instances [ Features | Classes |
balance 625 4 3
car 1728 6 4
monks1 432 6 2
Discrete monks2 432 6 2
monks3 432 6 2
spect 238 23 2
voting 435 16 2
breastw 682 10 2
iris 150 4 3
Continuous E;Zi ;gg g i
wine 178 4 3

Table 1
Data sets used for the experimental study of the proposed algorithm CoAT-APC and its variants.

4. aggregating the plausibility estimations by summing over c:

f(z) = argmin Y "T(og,0r,CB(e) U{(c —z, f(c) — y)})

yeC s

5.2. Computational Complexity Analysis

The first step (finding the k instances ¢ that maximize og(c, x)) is in line with [11]. It was
shown experimentally to slightly improve the results while greatly reducing the computational
cost of the decision procedure. The second step (forming the case base C'B(c)) requires to
precompute and store all | D|? differences between instances of D (which is done beforehand),
and then sort these differences at runtime by decreasing value of og(s, t). The sorting procedure
is done in O(|D|?10g(|D|)), which may be the most costly part of the algorithm. The third
step (computing I for each potential y € C) can be done in O(n?|C|), as shown in [9], which is
tractable since optimal results are usually obtained with n < 40, as experimental results show.
The last step consists in summing the plausibility estimations over ¢ for each potential solution
y € C, and selecting the one that minimizes the sum. The overall computational complexity of
the method is O(k x (|D|*10g(|D]) + n?|C|)).

6. Experiments

This section describes the experiments run to validate the proposed CoAT-APC algorithm and
the strategy it relies on, and to determine the impact that the principles [P1] and [P2] have on the
performance of the proposed case-based prediction instantiation of analogical proportion-based
classification.
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Algorithm 2 CoAT
inputs: D (data set), = (additional instance), C' (set of potential classes for f(z)), og,0R
(situation and outcome similarity measures).
output: the predicted value f(x) for the new instance x
CB+ D
f(z)  argmin, o T(o, 05, CB U {(z,9)}))
return f(z)

6.1. Experimental Protocol

The data sets used for classification are taken from the UCI repository’, their characteristics are
summarized in Table 1. They include 8 data sets with only nominal features and 4 data sets with
only numerical features, in both cases associated with classification tasks with 2 to 4 classes. In
all experiments, the two similarity measures og and o, are fixed:

. 05 =e¢ EP where ED = |||, is the standard Euclidean distance;
« op(u,v) =1ifu = v, and 0 otherwise.

Four algorithms are considered for comparison, applied to each data set D:

+ CoAT: the case-based prediction algorithm, as of [9].The source cases are the instances of
D, and the case base C'B contains the whole data set D (see Algorithm 2).

« CoAT+[P1]: a modification of CoAT that implements principle [P1]. The source cases
cs = (a—b, f(a) — f(b)) are differences between instances of the data set D. The
algorithm is the same as the one of CoAT-APC, but for each instance c, the case base
CB(c) includes n randomly chosen source cases.

« CoAT+[P2]: a modification of CoAT that implements the relaxed form of principle [P2].
The source cases are instances of D, but the case base C'B contains only the n instances
s € D that maximize og(s, x) (see Algorithm 3).

« COAT-APC: a combination of the two previous approaches. The source cases c¢; =
(a—b, f(a) — f(b)) are differences between instances of the data set D, and the case
base C'B(c) contains the n source cases that maximize og(a — b, ¢ — z).

For each task, the performance is measured by the prediction accuracy, with 10-fold cross
validation. The algorithm CoAT+[P2] is tested on each data set with a parameter n (the size of
the case base C'B) varying between 5 and |D|, by steps of 5. The algorithms CoAT+[P1] and
COAT-APC are tested on each data set for all pairs (k,n) with k varying between 3 and 51, by
steps of 2, and n varying between 5 and 50 by steps of 5.

6.2. Results

Table 2 gives the classification results. For each data set, the best results considering standard
deviations are marked in bold. When the two principles [P1] and [P2] are combined (algorithm

'https://archive.ics.uci.edu/ml/

10
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Algorithm 3 CoAT+[P2]
inputs: D (data set), = (additional instance), C' (set of potential classes for f(z)), og,0R
(situation and outcome similarity measures), n (size of the case base).
output: the predicted value f(x) for the new instance x
CB < the n instances ¢5 = (s, f(s)) € D that maximize og(s, )
f(z) « argminyc T(os, op, CB U {(z,9)}))
return f(z)

Dataset COAT CoAT+[P1] CoAT+[P2] COAT-APC
k n n k n
balance ||61.0% +5.45 || 77.1% £ 3.76 | 5 |45 92.8%+2.44 |180] 93.8%+2.78 | 39|20
car 62.5% +2.51|(81.3% £ 1.49(19 |10 82.7% + 2.61 | 85 || 96.5%+0.97 [11| 5
monks1 || 66.6% £ 6.85|[91.9% £3.20| 7 {30/ 88.3% +5.38| 20 |[100% +0.00| 7 | 5
monks2 || 65.7% +0.35 || 74.4% +6.24| 3 |40 65.2% + 1.45| 55 || 91.1%+4.99 |25 |20
monks3 |[82.1% +7.09|| 98.7%+1.61 | 9 |35 97.1%+2.57 | 45 || 98.9%+1.19 | 7 |20
spect 79.3%+1.50 || 82.7%+9.46 |11 |15|| 84.2%+5.51 | 90 || 82.0%+6.99 |47 |35
voting || 88.0% +3.96 || 92.7%+3.47 | 7 | 15| 94.0%+3.24 | 65 || 95.8%+2.51 | 7 |20
breastw||65.0% +0.33|[67.1% + 3.09 |25 | 35| 66.6% + 1.88 | 400 || 96.6%+1.97 |21 |10
iris 95.3%+5.20 || 98.6%+2.67 |17 (40| 96.7%+3.33 | 15 || 99.3%+2.00 | 27|20
pima || 65.1% + 3.42|| 75.5%+3.51 |15|30|| 75.4%+3.91 |270|| 75.3%+3.47 |27 |10
user |[63.6% +4.59(/31.9% +5.23| 3 | 5 ||71.5% £ 6.55| 25 || 97.0%+1.48 | 23|15
wine || 64.9% 4 7.59/22.0% +9.47| 3 |10|/60.6% =+ 5.88| 90 || 94.4%+4.31 |51| 5

Table 2

Classification results.

COAT-APC), the resulting system offers a very good performance, and gives the best results for
all data sets. This allows to validate the proposed approach and the integration of the analogical
proportion principles into case-based predictions. When applied independently, the design
principles [P1] and [P2] seem to have different impacts on the performance. Running CoAT with
a case base restricted to the n cases that are most similar with the target situation (algorithm
CoAT+[P2]) generally improves the performance, but not for all data sets (see e.g., breastw,
wine, or monks2). Working on cases defined as differences between instances of D but with a
random case base (algorithm CoAT+[P1]) often improves the performance as well, but for some
data sets the performance results are surprisingly low (see e.g., user, wine, breastw, or even
monks2). All tests were run using a fixed similarity measure o g, based on the Euclidean distance,
which may not be optimal for all data sets. This may explain why the CoAT algorithm sometimes
gives rather poor results. However, applying [P1] and [P2] design principles (COAT-APC) greatly
improves the performance of the classifier, even with this non-optimal similarity measure. In
addition, it can be observed that the CoAT-APC algorithm obtains the best results for fairly low
values of n, usually lower than 20. This parameter determines the size of the case base C'B(c).
The computing time remains moderate: for the Balance Scale data set, with £ = 39 and n = 20,
predicting the class of a new instance takes 11.5 seconds on a current PC.
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7. Conclusion and Future Works

This paper proposes an approach to bridge the gap between analogical proportion-based clas-
sifiers and case-based prediction algorithms, by showing that analogical proportion-based
classification can be interpreted as a special kind of case-based prediction algorithm in which
cases are differences between two instances of the data set, and maximally similar cases are
compared to predict the class of a new instance. Results show that if these two design principles
taken independently have an impact on the prediction performance of the case-based prediction
system, they are especially powerful when combined, even when the prediction is done with a
non-optimal similarity measure. On the contrary, the rule-based transfer strategy of analogi-
cal proportion-based classifiers seems to have a little impact on their efficiency: replacing it
with a different transfer strategy, such as the CoAT’s optimization strategy, leads to excellent
performance results.

Future works will include comparing the CoAT-APC algorithm with state-of-the-art analogical
proportion-based classification algorithms, both in terms of performance and computing time.
More generally, there is a need for a shared implementation of the main case-based prediction
algorithms, so that their performance can be compared on controlled benchmarks. The study
also shows that as a case-based prediction algorithm, analogical proportion-based classifiers
use a similarity measure constructed from the Euclidean distance. Future works will include
learning a similarity measure that is more adequate to each considered case-based prediction
task.
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